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Intro to Prompts Engineering

Prompts involve instructions and context passed to a language model

to achieve a desired task

Prompt engineering is the practice of developing and optimizing

prompts to efficiently use language models (LMs) for a variety of

applications

Prompt engineering is a useful skill for AI engineers and researchers to improve and

efficiently use language models
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Why Prompt ?

Before : Fine-tunning LLMs for every different task.

Pro: Quite accurate in specific task but with less generalization in multitask.

con: Computing resources and time consuming.

Recently : Prompt to adapt to downstream tasks.

Prompt can enables all kinds of innovative applications on top of LLMs.

Pro: Better generalization, much less computing consuming,

con: Not as accurate as finetuned LLM in specific field.
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Elements of a Prompt
A prompt is composed with the following components:

Instuction

Context

Input data

Output indicator

Basic prompt

User

Classify the text into neutral, negative or positive.

Text: I think the food was okay.

Sentiment:

Bot

Sentiment: Neutral.
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Advanced Techniques

Many advanced prompting techniques have been designed to improve

performance on complex tasks

Few-shot Prompting

Chain-of-thought Prompting(CoT)

Zero-Shot CoT

APE

Self-consistency

Generated Knowledge Prompting

Progressive-Hint Prompting(PHP)
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Few-shot prompts
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Chain-of-thought(CoT)
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Zero-Shot CoT

One recent idea that came out more recently is the idea of zero-shot CoT (Kojima et al.

2022) that essentially involves adding "Let’s think step by step" to the original prompt.

9 / 17



APE
Zhou et al., (2022) propose automatic prompt engineer (APE) a framework for automatic instruction

generation and selection.

Better zero-shot CoT prompt: "Let’s work this out in a step by step way to be sure we have the

right answer."
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Self-consistency
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Generated Knowledge Prompting

Incorporate knowledge(LLM generated) to help the model make more accurate

predictions
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Progressive-Hint Prompting(PHP)

Progressive-Hint Prompting method combines the generated answers and questions for double-checking purposes.

Progressive-Hint Prompting Improves Reasoning in Large Language Models
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https://unsplash.com/collections/94734566/slidev


MATH Dataset
Problems are tagged by difficulty from 1 to 5.

A CS PhD student attained approximately 40% on MATH, while a three-time IMO gold medalist

attained 90%.

Measuring Mathematical Problem Solving With the MATH Dataset
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https://arxiv.org/abs/2103.03874v2


Conclusion

Prompt is quite effective in enhancing or activating LLM’s reasoning

ability.

When prompting, write clear and specific instructions and give the

model time to "think".

Some of these techniques are orthogonal.

which means they can be put into practice all together without conflicts.

For example: CoT combined with PHP and Few Shot achieves SOTA in MATH dataset.
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Further work

Some other prompt techniques

Active-Prompt

ReAct Prompting

Multimodal CoT Prompting

…

Instuction tuning

finetuning + prompt learning = Instruction

tuning

How to Pretrain-finetune ?

Start to finetune some models like chatGLM.

Instuction tuning
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