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Intro to Prompts Engineering

= Prompts involve instructions and context passed to a language model
to achieve a desired task

= Prompt engineering is the practice of developing and optimizing
prompts to efficiently use language models (LMs) for a variety of
applications
= Prompt engineering is a useful skill for Al engineers and researchers to improve and

efficiently use language models



4 /17

Why Prompt ?

Before : Fine-tunning LLMs for every different task.
= Pro: Quite accurate in specific task but with less generalization in multitask.

= con: Computing resources and time consuming.

Recently : Prompt to adapt to downstream tasks.

Prompt can enables all kinds of innovative applications on top of LLMs.

= Pro: Better generalization, much less computing consuming,

= con: Not as accurate as finetuned LLM in specific field.
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Elements of a Prompt

A prompt is composed with the following components:

Instuction

Context

Input data

Basic prompt

User
Classify the text into neutral, negative or positive.

Text: | think the food was okay.

Bot
Sentiment: Neutral.




Advanced Techniques

Many advanced prompting techniques have been designed to improve
performance on complex tasks

Few-shot Prompting
Chain-of-thought Prompting(CoT)
Zero-Shot CoT

APE

Self-consistency

Generated Knowledge Prompting

Progressive-Hint Prompting(PHP)
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Few-shot prompts

Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt
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Chain-of-thought(CorT)

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

i

Chain-of-Thought Prompting

st N

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

A: The answer is 27. x

/

The
answer is 9. ¢/
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Zero-Shot CoTl

One recent idea that came out more recently is the idea of zero-shot CoT (Kojima et al.

2022) that essentially involves adding "Let's think step by step" to the original prompt.

[1st prompt] [2nd prompt]
Reasoning Extraction Answer Extraction

Q: On average Joe throws 25 punches per

Q: On average Joe throws 25 punches per
minute. A fight lasts 5 rounds of 3 «--

minute. A fight lasts 5 rounds of 3 minutes. How | __ ___|
many punches did he throw? A: Let's think step by step.
A: Let's think step by step.
In one minute, Joe throws 25 punches. -+ +In five
@ +* | rounds, Joe throws 5 * 75 = 375 punches. .
N Therefore, the answer (arabic numerals) is

LLM |
! 4 |7
]

@ ! LLM

In one minute, Joe throws 25 punches. K
In three minutes, Joe throws 3 * 25 = 75 punches. @
In five rounds, Joe throws 5 * 75 = 375 punches. 375.
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APE

Zhou et al,, (2022) propose automatic prompt engineer (APE) a framework for automatic instruction

generation and selection.

Better zero-shot CoT prompt: "Let’s work this out in a step by step way to be sure we have the

right answer."

/l LLM:s as Inference Models }\

Professor Smith was given the
following instructions: <INSERT>

Here are the Professor’s responses:

# Demostration Start
Input: prove Qutput: disprove
Input: on Output: off

Proposal

1 LLMs as Scoring Model

Instruction: write the antonym of the
word. <LIKELTHOOD>

Input: direct Output:
b 2

Log
Aol ﬁ Probability @

[:> write the antonym of the word. -0.26
\# Kidiznkicd T} / give the antonym of the word provided. -0.28
[Optignal] gigtim‘" reverse the input. -0.86
LLMs as Resampling Models
- . <:| to reverse the order of the letters -1.08
Generate a variation of the following
instruction while keeping the semantic .
meaning. Fsm,',hr write the opposite of the word given. -0.16
Input; write the antonym of the word. :>
Output: <COMPLETE> list antonyms for the given word. -0.39

» X
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Self-consistency

Self-consistency

ﬂ): If there are 3 cars in the parking \
lot and 2 more cars arrive, how many

cars are in the parking lot?

A:There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 +2 =5 cars. The answer is 5.

Q: Janet’s ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

\x y

Language
model

Sample a diverse set of
reasoning paths
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Marginalize out reasoning paths
to aggregate final answers

= $26 per day. I
1

She has 16 - 3 - 4 = 9 eggs \
left. So she makes $2*9 = | The answer is $18.
$18 per day. | ) \

" \

| N
This means she she sells the \
remainder for $2 * (16 - 4 - 3)  The answer is $26. Y

J The answer is $18. ]

She eats 3 for breakfast, so |
she has 16 - 3 = 13 left. Then |

she bakes muffins, so she I The answer is $18.

has 13 - 4 = 9 eggs left. So
shehas 9 eggs * $2=$18. |

~
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Answer

predictions
Knowledge 1
Question >{Knowledge) ) o jedge 2 —»{ Knowledge
Generation Integration

GCenerated Knowledge Prompting
T
Generalt_e by’ Knowledge 1
Demonstrations: ?(”, K Knowledge 2
(fixed for task) Q®), k()

Incorporate knowledge(LLM generated) to help the model make more accurate
Prompt Q




13/17

Progressive-Hint Prompting(PHP)

Base Prompting

Q: There are 96 fourth-graders at Small Tree School. 43 of " A: There were 96 fourth-graders at Small Tree School. 43 of
them are girls. On Friday, 5 fourth-grade girls and 4 fourth- —_ them were girls. On Friday, 5 girls and 4 boys were absent.
grade boys were absent. How many fourth grade boys were Base So there were 43 -5 = 38 girls at school on Friday, and 96 -
at Small Tree School on Friday? Answe .. 38 = 58 boys at school on Friday. The answer is 58. y

ﬂ: We know the Answer Hints: 58. With the Answer \

Progressive-Hint Prompting Hints: 58, we will answer the question. There were 96
Q: There are 96 fourth-graders at Small Tree School. 43 of le:rtg-g;a%ers ;t S,n:a" TJTbSChOOI’ andb43 Tsth(::] were
them are girls. On Friday, 5 fourth-grade girls and 4 fourth- girls.On Friday, glr san i i i el e
— —»{ were 43 -5 =38girls and 96 - 43 = 53 boys at Small Tree

grade boys were absent. How many fourth grade boys were S d ) -
at Small Tree School on Friday? (Hint: The answer is near o SENGCT 6 FARMItEr SEBUSCIE (he SRSEOE SISELs,
t0 58) ’ ’ Answer | there were 38 - 4 = 34 girls and 53 - 5 = 48 boys. The

- Qnswer is 48. )
Progressive-Hint Prompting A: We know the Answer Hints: 58, 48. With the Answer \
Q: There are 96 fourth-graders at Small Tree School. 43 of Hints: 58, 48, we will answer the question. There were 96

them are girls. On Friday, 5 fourth-grade girls and 4 fourth- fourth-graders, and 43 of them were girls. On Friday, 5 girls

- > ;
grade boys were absent. How many fourth grade boys were Third and 4 boys were absent. So there were 43 - 5 = 38 girls and
at Small Tree School on Friday? (Hint: The answer is near Ansiie 96 - 9 = 87 students in total. Of those 87 students, 38 were
to 58, 48). girls, so there must have been 87 - 38 = 49 boys. The

answer is 49. )

Progressive-Hint Prompting method combines the generated answers and questions for double-checking purposes.

Progressive-Hint Prompting Improves Reasoning in Large Language Models


https://unsplash.com/collections/94734566/slidev

MATH Dataset

Problems are tagged by difficulty from 1to 5.
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A CS PhD student attained approximately 40% on MATH, while a three-time IMO gold medalist

attained 90%.

Metamath Theorem Proving

neNAZLeN = ImeN:n=2m+1
GPT-f’s generated proof:

[— ((N e. NNO /\ ((N + 1)/2) e.
NNO) -> ((N - 1) / 2) e. NNO)

|- (N e. NNO -> N e. CC)

|- 1 e. CC

|- ((Ne. CC /\ 1e. CC) —>

(N - 1) e. CC )

DeepMind Mathematics Dataset
Divide 1136975704 by -142121963.

A: -8
Let k(u) = ux*2+u-4. Find k(0).
A: -4

Sort 2, 4, 0, 6.
A: 0, 2, 4, 6
Solve 4 - 4 - 4 =
A: -1/47

188xm for m.

MATH Dataset (Ours)
Problem: Tom has a red marble, a green marble,
a blue marble, and three identical yellow marbles.
How many different groups of two marbles can
Tom choose?
Solution: There are two cases here: either Tom
chooses two yellow marbles (1 result), or he
chooses two marbles of different colors ((5) = 6
results). The total number of distinct pairs of

marbles Tom can chooseis 1 + 6 = .
Problem: The equation 22 + 22 = 7 has two
complex solutions. Determine the product of their
real parts.

Solution: Complete the square by adding 1 to
eachside. Then (z 4+ 1)2 =1+i =T /2,50
z+ 1= +e¥ /2. The desired product is then

(1 +cos (2) V2) (~1 - cos () ¥2) =1 -

2 {x L (4eos(3) 5 |1-V2
cos? () V2 =1—- 5 0V2 = | == |

Measuring Mathematical Problem Solving With the MATH Dataset


https://arxiv.org/abs/2103.03874v2
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Conclusion

= Prompt is quite effective in enhancing or activating LLM’s reasoning
ability.

= When prompting, write clear and specific instructions and give the
model time to "think".

= Some of these techniques are orthogonal.

which means they can be put into practice all together without conflicts.

For example: CoT combined with PHP and Few Shot achieves SOTA in MATH dataset.



Further work

= Some other prompt techniques

= Active-Prompt
= ReAct Prompting
= Multimodal CoT Prompting

= |Instuction tuning

finetuning + prompt learning = Instruction
tuning

« How to Pretrain-finetune ?

Start to finetune some models like chatGLM.

(A) Pretrain—finetune

-

F F on
LM task A

Requires large dataset of
. task-specific examples
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(B) Prompting
p=

Improve performance

Pretrained
LM

-

Inference (C) Instruction tuning
on task A
Instruction-tune on

Model learns to perform
many tasks via natural
language instructions

Inference
on task A

Inference on
unseen task

Inference

via few-shot prompting
Pretrained or prompt engineering
LM
S

on task A
J

Instuction tuning
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